
Webology (ISSN: 1735-188X) 

Volume 18, Number 6, 2021 

 

6176                                                                http://www.webology.org 
 

 

Analysis Of User Behavior In Social Media Using Business Process 

Re- Engineering And Learning Technique 
 

 

Vivek Shukla1  , Rohit Miri2 

 
1,2Department of Computer Science and Engineering, Dr. C. V. Raman University, Bilaspur Chhattisgarh, 

India. 

 

Abstract 

Social networking is quite prevalent in today's globe. People are using social networking sites to purchase a variety of 

items. Social media facilitates the formation of links among individuals of various backgrounds, resulting in a strong 

social structure. A significant result of this structure is the generation of massive amounts of data, which offers 

customers an exceptional service value proposition. BPR (business process reengineering) is a technique that may 

help businesses enhance quality, customer service, save costs, and become market leaders.BPR has been 

acknowledged as one of the most essential strategies for improving organizational performance in all business process 

performance measurements. BPR aimed to help organizations fundamentally rethink how they do their work to 

improve customer service, cut operational costs, and become world-class competitorswith the help of Sentiment 

analysis (SA).SA is one of the data mining types that estimates the directionof personality’s sentiment analysis within 

natural language processing. In the implementation and work, sentiment analysis using the Twitter dataset is 

performed to assess the accuracy of several classifiers such as RF, LR, MNB, and CNB. 

Keywords: Business Process Reengineering, Social media, Information systems, data analytics, Behavior analysis 

1. Introduction  

Organizational structure and behavior must now be considered to aid adaptation and evolution in an environment that 

is dynamic and changing at an accelerated rate [1]. Organizational changes have come as a surprise recently, despite 

being predicted in the past. As modern technologies emerge corporate processes become more globalized, and 

consumer needs to evolvethe organization's position in the market that changes day by day [2]. The goal is to increase 

the performance of the companythat provides exceptional work while keeping costs to a minimum and providing 

added value to the client by fully knowing their needs. Therefore, in a world of innovative technology, modifications, 

and powerful rivals need to be effectively and continuously rebuilt to achieve calculated and effectiveaccomplishment. 

The inefficiency of corporate procedures and a lack of innovation are to blame for an organization’s strategic failures 

with major ramifications for businesses and their competitiveness [3]. 

Business Process Re-engineering (BPR) is described as a basicchanging and fundamentallyrestructuring of business 

procedures to generate significant enhancements in all implementation measures such as price, speed, value, and 

maintenance [4]. Every corporate and public entity is also required to employ BPR or is seeking other techniques that 

provide the same goals. Even though many organizations accepted the notion of BPR initiatives, only a handful of 

them succeeded, but the others failed through a superiorcollapse rate (e.g., 70%) [5].Various elements influence the 

performance of the BPR, which would be discussed in depth beneath, and one of these aspects is an awareness of the 

environment in which the business development operates. Therefore, businesses need knowledge management 

approaches and the addition of learning management standardsto comprehend the environment, which 

containsmethods, people, employees, customers, and implements [6]. The ontology encompasses a variety of ideas 

and categories, and it was created to better the understanding of the association's structure and the link among the 
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company's objectives it is also utilized in the learningfield [7]. A knowledge map is a description of information that 

illustrates links between knowledge sources by leveraging the comparison of maps to depict a specific location. It is 

a learning management method that is utilized for a variety of determinations, including locating causes of information 

or occasions for dataformation, increasing their contribution and how they interrelateinside the association, identifying 

skills, and determining the terms of reference [8]. 

The organization's task consists of creating massive amounts of data that provide clients with a one-of-a-kind 

value scheme. With so much information available, customers may find it difficult to get useful information when 

they need it. People use social networking sites for a number of purposes, including interactions, evaluating, and 

proposing products, office management, and getting up to date on current events. When most people think of social 

media, they see sites and apps such as WhatsApp, Facebook, YouTube, Twitter, Pinterest, LinkedIn, and Instagram. 

These are just a few social media examples. These applications depend on user-generated content and are important 

in a number of situations, including purchasing and selling habits, commercial business, governmental problems, 

scheme entrepreneurship, and so on [9].Facebook has the enviable importance of being the market administrator in 

the social media globeincluding 1.97 billion monthly clients as of April 2017 [10][11]. 

1.2 Business Process Re-engineering (BPR) 

BPR has produced various benefits, including lower costs and higher productivity, better products, and more customer 

satisfaction as a result of its widespread usage since 1990. Each definition of process re-engineering places a different 

focus on the same basic idea: streamlining [11]. To achieve significant cost, quality, and service gains, BPR entails a 

complete rethink of procedures. Re-engineering is the process of revitalizing a company development that begins with 

ideas but does not result in anything being accepted.Supply chain traceability information flows may be managed using 

the BPR approach, which is a computer-based system [12]. By automating or replacing an existing legacy system, the 

implementation of an information system can be seen as a business process reengineering strategy as shown in Figure 

1[13]. 

Figure 1:Flowchart of business process re-engineering [13] 

1.3 Sentiments Analysis 

Sentiment analysis (SA) is the method of managing feelings, views, and subjective text [13]. SA provides 

understanding information on public opinions by analyzing various tweets and reviews. It is a proven technique for 

predicting numerous substantial events, for example, movie box office success and general elections [14]. Public 

reviews are applied to assess a specific item, such as a human, product, or place, and maybe discovered on many 
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websites such as Amazon and Yelp. Opinions may be classified as negative, favorable, or neutral. The goal of SA is 

to identify the expressive objective of client evaluations automatically [15]. The increased need for evaluating and 

organizing hidden data by social media in the form of unstructured data has increased the demand for sentiment 

analysis [16]. As it analyses various evaluations and tweets, SA provides comprehensible information related to 

popular opinions. It is a proven effective technique for forecasting many critical events such as general elections and 

box office movies [17].  

Twitter, SMS, and other social networks have piqued the attention of the research business and community as vital 

sources of real-time opinion [18]. SA aggregates views as a) positive, b) neutral, or c) negative expression of the 

opinion holder [19]. Every day, a million tweets are sent out on a variety of topics. Two major difficulties in analyzing 

tweets are linguistic flexibility in expressing and topical variety in content. Various twitter sentiment analyzers depend 

on numerous sentiment lexicons to provide features to classify models or to calculate sentiment scores.  

Figure 2 describe sentiment analysis diagram. 

1.4 Features of Sentimental Analysis 

Sentiments uses polarity and combinations to create a range of featured values for example trigrams and bigrams. As 

a result, feelings are evaluated as both negative and positive characteristics utilizing a variety of support vector 

machines and training methods. In sentiment analysis, neural networks are used to calculate label belongingness. The 

conditional relationships among multiple edges and nodes of an acyclic graph controlled by Bayesian networks are 

utilized to aid data extraction at the context level. Learning and data accuracy may be accomplished on social media 

platforms by optimizing words and phrases. Data tokenization is applied to generate negative and positive features of 

data at the word root level. Techniques are being developed to reduce SA mistakes to accomplish a better degree of 

accuracy in social media data [20].The ‘Hidden Markov model' [20] is used for the optimum SA of paragraphs and 

phrases. The optimization of words and phrases leads to quicker learning, which improves social media data accuracy. 

Tokenization of data at the word root level aids in the creation of positive and negative aspects of information. 

This paper is distributed into 4 sections, the 1st section contains the brief introduction of the paper and 2nd section 

contain the related work of various authors. The 3rd section contains the research methodology and implementation 

results, and the final section contains the conclusion. 

2. Review of literature  

The following study discusses in depth the preceding Analysis of user behavior in social media using business process 

re- engineering and learning technique. Various researchers explain their findings, as indicated below. 

Figure 2: Sentiment analysis [19] 



Webology (ISSN: 1735-188X) 

Volume 18, Number 6, 2021 

 

6179                                                                http://www.webology.org 
 

Dwipriyokoet al., (2020)[21]stated that every company's Enterprise Architecture implementation transitions include 

a BPR phase. One of the recommended practices in BPR is to limit the transition period to no more than 5 years. 

Enterprises in transition will see progressive changes in BPR, starting with partial unit changes and progressing to 

complete structural and functional changes. However, one successful New Generation Cooperatives Enterprise has 

been in the Partial BPR phase for more than 5 years. 

Bitkowska et al., (2020) [22] stated that Integration of BPM and Knowledge Management (KM) concepts is a tough 

research issue these days, but it should be investigated in contemporary enterprises simultaneously. The issue for 

modern process organizations is the continual collecting of data and its professional use in order to gain a realistic 

advantage and maintain a balanced marketplace. Despite the growing interest among academics and practitioners, this 

topic has few publications. The major purpose is to determine the relationship between BPM and Knowledge 

Management. 

Kapooret al., (2018) [23] has been developed as a consequence of communication platforms that allow the 

development of interactionsamongclients from various environments. Analysis and verdict-creating are supported by 

User-Generated Content (UGC).As a result, several studies have looked at the sustainability of virtualgroups and 

social media as anadvertising tool, butanotherhasconcentrated on the hazards and gains of utilizing social media in the 

workplace. Prior studies have looked on the usage of social media for communicationdistribution and for seeking 

and/or helping during crucial events. Public administration and Politics as well as the contrast of conventional and 

social media are examples of other situations. This study's completeassessment of the prevailinginformation that 

mayhelpthe upcomingscholarsstated terminationbut providing lucrative research avenues to help define this new 

field's research. 

AbdEllatif et al., (2018) [24]stated that BPR has been highlighted as one of the highly essential strategies for 

organizational developments in all industry process execution measurements. However, significant failure rates of 

70% have been observed while utilizing it. The extremely crucial cause for the collapse is the concentration on the 

procedure itself, independent of the adjacentecosystem or the company's understanding. Other issues include 

anabsence of implements to identify the root effects of discrepancies and incompetence. 

Tadesse et al., (2018) [25]stated that with the rise of social networks, a plethora of techniques to defining individuals' 

personalities based on their social activities and language use patterns have emerged. Various machine learning 

methods, data sources, and feature sets need different techniques. The purpose of this study is to look at the 

predictability of Facebook users' personality characteristics using multiple features and metrics from the Big 5 model. 

Using the myPersonality project data set, we investigate the prevalence of social network structures and linguistic 

elements in relation to personality interactions. We evaluate and contrast four machine learning models, as well as 

examine the relationship between each feature set and personality attributes. Even when evaluated on the identical 

data set, the personality prediction system based on the XGBoost classifier surpasses the average baseline for all 

feature sets, with the greatest prediction accuracy of 74.2 percent. For the extraversion characteristic, the best 

prediction performance was attained by applying the individual social network analysis features set, which had a better 

personality prediction accuracy of 78.6 percent. 

Bhaskar et al., (2018)[26]stated thatfor radical redesign and enhancement of business processes, BPR has become a 

prominent change management strategy. It encourages businesses to accomplish things more efficiently in order to 

improve overall quality. Unfortunately, more than 70% of BPR deployments are considered to have failed to produce 

projected benefits owing to a lack of appropriate framework and methodology. As a result, the author attempted to 

evaluate several BPR frameworks and methodologies in order to build an appropriate framework and methodology as 

well as to fill a vacuum in the literature. The study's secondary objectives are to investigate the BPR variables that 

may impact performance and to investigate the amount of BPR adoption in Indian manufacturing firms. Based on the 

design of contemporary BPR frameworks and techniques recognized in the literature, this research proposes a common 

BPR framework and methodology for organizations. 
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Eshuiset al., (2016)[27]stated that to defineflexible business processes, data-centric BP models combine the data and 

control flow. However, since the global process is frequently spread across many data components and potentially 

described in a declarative manner, it may be tricky to anticipate the genuine behavior of a data-centric model. As a 

result, envisage a “data-centric process modeling” method in which the process's default behavior is first defined in a 

traditional, imperative process notation, then converted into a declarativedata-centric process model, which can be 

more developed into a full model. 

Ferraraet al., (2014) [28]analyzed that web data extraction is a significant subject that has been investigated using 

many scientific approaches and in a wide variety of applications. Various ways to data extraction from the Web have 

been developed to address challenges and work in adhoc contexts. Otherssignificantly rely on methods and algorithms 

established around information extraction. At Web Data Extraction methods and the Social Web level enable the 

collection of massive amounts of structured data created and distributed by online social network users, social media, 

and web 2.0, providing unparalleled opportunity to examine human behavior on a massive scale. It is also exploring 

the prospect of cross-insemination, i.e., the chance of reusing web data extraction methods that were initially 

developed to function in a certain domain in other domains. 

Bhaskar et al., (2014) [29]explained that BPR is a method that may improve firms enhance value, client benefit, 

decrease controlling expenses, and develop industry directors. BPR might be a significant strategic instrument for 

sustaining useful improvement for foreign or Indian business organizations (private and public). The intent of this 

study was to gather and evaluate previous work in the subject of quality managing and BPR. The primary goal of this 

research was to provide a complete review of the whole evolution of the BPR idea, theories, methodologies, problems, 

and results. Based on prior research investigations, it was established that using BPR in the Indian industrial segment 

is not complicated, yet although conditions change and the causes for variation change in this segment. There is even 

an essential for a private and globally recognized model for BPR, as well as a technique that is widely applicable. 

Dinçkanet al., (2013) [30] examined thatglobalization and rising competition force most firms to become more 

creative and employ change-based methods. BPR is one of the best common transformationmanaging methodologies 

that has lately received a lot of attention in the world of change. Even however there have been both successful and 

failed cases reported in the fiction, BPR has been hailed by business circles as a critical management tool for achieving 

extraordinaryenhancements and governmentaleffectiveness if executed properly and carefully. In this research, 

business process reengineering is targeted at producing remarkable improvements on the existing business processes 

of a corporation in the private sector by employing simulation technology. In this case, literature study was conducted 

initially to fully comprehend the issue. Then, several BPR approaches from the literature were explored, as well as 

enablers of BPR that make change possible and function as vehicles for process transformation.Table 1 illustrates the 

summary of the above work. 

Table 1:Summary of Related Work 

S.no. Author Year Outcomes 

1. Dwipriyoko et al., 

[21] 

2020 New Generation Cooperatives Enterprise has been in the 

Partial BPR phase. 

 

2. Bitkowska et al., [22] 2020 The issue for modern process organizations is the 

continual collecting of data and its professional use in 

order to gain a realistic advantage and maintain a 

balanced marketplace. 
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3. Kapoor et al., [23] 2018 Prevailing information that may help the upcoming 

scholars stated termination but providing lucrative 

research avenues to help define this new field's research. 

4. AbdEllatif  et al.,[24] 2018 Significant failure rates of 70% have been observed 

while utilizing it. 

 

5. Tadesse et al., [25] 2018 XGBoost classifier surpasses the average baseline for all 

feature sets, with the greatest prediction accuracy of 74.2 

percent. 

 

6. Bhaskar et al., [26] 2018 More than 70% of BPR deployments are considered to 

have failed to produce projected benefits owing to a lack 

of appropriate framework and methodology. 

 

7. Eshuis et al.,[27] 2016 Data-centric process modeling” method in which the 

process's default behavior is first defined in a traditional, 

imperative process notation. 

 

8. Ferrara et al., [28] 2014 The chance of reusing web data extraction methods that 

were initially developed to function in a certain domain 

in other domains. 

 

9. Bhaskar et al., [29] 2014 BPR might be a significant strategic instrument for 

sustaining useful improvement for foreign or Indian 

business organizations. 

 

10. Dinçkan et al.,  [30] 2013 BPR has been hailed by business circles as a critical 

management tool for achieving extraordinary 

enhancements and governmental effectiveness. 

 

3. Background study 

Li et al. (2021) [31] developed a latest approach on the classification and extraction of the online dating service 

comments. Using social cognition theory, the author aimed to understand and obtain the emotion idea of each 

emotional evaluation, as opposed to standard emotional assessment, which mostly concentrates on product 

designation.The author took a sample of 4,300 comments from dating websites with significantly negative/positive 

emotions and analyzed them using three machine learning techniques.The author uses numerous machine learning 

techniques,dictionary-based sentiment analysis and sentiment analysis while analyzing and evaluating the proficiency 

of user behavior research.The author discovered that combining machine learning with a lexicon-based strategy can 

reach greater precision than any other sort of emotionassessment. 

4. Problem Formulation  

Most of the organization is participating in BPR, whether they are aware of it or not. Also, the goal of enterprises to 

overcome competitive gaps and achieve higher performance standards is a major factor in the adoption of the BPR 

approach. Current study aims to improve BPR by using user/employee behavior analysts gathered from social media 

networks. As a part of the data center BPR model, data is used for process identification and mapping, as well as to 

verify the change made in each process. Classification of user and employee behavior is based on benefit risks, trusts, 
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and distrusts, and PSI (Positive social influence)/NSI (Negative social influence) in the whole BPR system 

architecture, with a variety of machine learning classifiers used to provide the best categorized results. 

5. Research methodology  

This work is based on designing of BPR in order to increase the efficiency of the employees in the organization. The 

BPR model is based on the classification of the employ behavior that is the impact of positive and negative social 

influence.The current BPR methodology is distinct from conventional BPR approaches because of its flexibility and 

more integrated approach. Sentiment analysis model is used in the proposed work for analyzing the user. 

• Sentiment classification model  

As part of multi-emotivity learning technique, each of the three basic classifiers is based on one of the three 

categoriesof characteristics (benefit/risk, trust/distrust, PSI/NSI). Using a logistic regression model, the three 

classifiers are concatenated. logistic regression employs a logistic function to develop a binary dependent variable. 

When describing the data, this can be used to highlight the relationship between one or more nominal, ratio-level, 

ordinal, causative circumstances, as well as the causal factor itself [31]. 

i. Benefit/risk classifier:In the context of online social data, benefits advantages may lead to specific adoption, but 

perceived risks resulted in the lack of adoption [31]. 

ii. Trust/distrust classifier:In online social data context, individuals who have significant trust in the service would 

provide to individual adoption, although distrust could result in no-adoption [31]. 

iii. PSI/NSI classifier: “Negative Social Influence (NSI)” is related with non-adoption while “Positive social 

influence (PSI)” may promote to specific adoption in the online environment [31]. 

6. Proposed methodology 

This section of the paper contains implementation done using the proposed methodology: 
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The proposed methodology is summarizing in two parts such as business process re-engineering and the 

user/employee behavior analysis.Figure 3 depicts the block diagram of the proposed methodology 

Figure 3:Block diagram of the proposed methodology 

The steps of the business re-engineering process is explaining below: 

• Step 1:Firstly, a proper record of the organization is managed in a knowledge base.  

• Step 2:Gather all the information of the organization that is required to analyze the behavior of the employs. 

• Step 3:Manage all the information and the knowledge base on the basis of experience, business context, 

opportunity, and the social activity. 

• Step 4:On the basis of the knowledge base, analyze the behavior of the employs with the help of different 

social media platforms. 

• Step 5:After analyzing the behavior of the employee, provide the required input from the management side 

to the employs for re-processing. The in-detail process is depicted in Figure 4. 
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Figure 4: Employs behavior analysis 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

• The steps for the employs behavior analysis is summarizes below: 

a) The online social data is used in this research work. The dataset is created by gathering the information 

from the online social media sites. 

b) In this step apply the feature selection approach based on the business re-engineering keywords. The 

data that obtain from the previous step is in the unstructured form. Feature selection is used to convert 

the unstructured data in the structured form.  

c) In this step, sentiment classification model is created. The sentiment classification model is further 

divided in 3 different types such as trust/distrust classifier, Benefit/Risk classifier and PSI/NSI classifier.  

d) The output of the 3rd step is the input of the meta classification phase. All the outputs of the different 

classifier is combined in this step and convert it in a single output. 

e) At the end verify the emotions and the sentiments with the output of the meta classification and analyze 

the emotions that is positive for the organization or not.  

• Step 6:Now, record the current statistics of the organization. On the basis of these records the higher 

management analyze the data of each employee inside the organization and decide if more knowledge is 

required or not.  

• Step 7:If more knowledge is required, then again, repeat the process from the 5th step. If not, then analyze 

the current stats with the re-process.  

• Step 8:Map the current and re-process data on the basis of the behavior of employees. After mapping, identify 

the gap about in which section the organization is lacking. 

• Step 9:After the identification of gaps, the management discuss on the problems. On the basis of discussion, 

the management set new objective else set the reprocess vision based on the current process. 
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• Step 10:The objectives are set on the bases of the dependencies and complete the procedure of the business 

re-engineering. 

7. Implementation tool and Results 

This section of the paper contains implementation done using the proposed methodology: 

7.1. Python Language 

It is an actively semantic, object-oriented high-level, construed language. Its built-in high-level data structures, merged 

by dynamic linking and dynamic typing, produce this ideal for quick Implementation Development as a scripting 

language for connecting current elements. Python’s simple-to-learn structure stresses readability that lowers software 

maintenance costs. Packages and modules are endorsed by Python that enables code reuse and software modularity 

[32].  

7.2. Classifiers used in the implementation 

a) Logistic Regression  

The Logistic Regression (LR) is the popular linear classification algorithm. Logistic regression allows a relationship 

between an independent variable and dependent variables to form a multivariate regression. LR, which is the model 

of multivariate analysis, which is useful to predict the existence or in the absence of a function or consequence based 

on the values of a series of various predictor variables. The logistic regression model is applied to represent the 

probability characterizing the result of an experiment [33]. Maximum Entropy is another name for this approach. The 

logistic regression simply divides the data into two parts with the help of a line of regression as shown in Figure 5. 

 

b) Random Forest  

Random forest is one of the most popular machine learning techniques that can be applied for regression and 

classification problems in machine learning algorithms. It is a collection of decision tree algorithms that may be 

applied for classification as well as regression. In this strategy, more trees often correlate to improve efficiency and 

performance. Extract a sample set of data points from a given training set using the bootstrap method. Create a decision 

tree based on the previous phase's findings and obtain the number of trees if the previous two phases are followed. 

Every tree that is planted would vote for a data point. Compute the majority voting of the decision tree classifiers [34]. 

The random forest's structure is seen in Figure 6. 

Figure 5: Logistic Regression [33] 
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c) Multinomial Naive Bayes (MNB) 

The MNB algorithm is a common Bayesian learning method in Natural Language Processing (NLP). Using the Bayes 

theorem, the software estimates the tag of a text, such as an email or a newspaper piece. It computes the probability 

of each tag for a given sample and returns the tag with the highest chance. The MNB classifier is appropriate for 

classifying discrete features (e.g., word counts for text classification). Normally, integer feature counts are required 

for the multinomial distribution [35]. 

θ̂yi =
Nyi+∝

Ny+∝n
                                                                   (1) 

Here “Nyis the total number of features of the event y, Nyiis the count of each feature (summary number of repetitions 

of a word in all spam messages), n is the number of features and ∝ is the smoothing Laplace parameter to discard the 

influence of words absent in the vocabulary”. 

d) Complement Naive Bayes (CNB) 

CNB is a variant of the classic Multinomial Naive Bayes method. MNB does not perform well on skewed datasets. 

Imbalanced datasets are those in which the number of instances of one class exceeds the number of examples of other 

classes. Instead of assessing the likelihood of an item belonging to a certain class, CNB calculates the chance of the 

item belonging to all classes. This is the literal definition of the term, complement, and so it is abbreviated as CNB 

[36]. 

θ̂ci =
Nci+∝i

Nc+α
                                                                           (2) 

Here Nc is the total number of words in the opposite class, Nci is the repetitions of a word in the opposite class. 

Result 1: 

Figure 6:Random Forest [34] 
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Figure 7 shows the input dataset which containstextId-unique ID for each piece of text, text-the text of the tweet, 

selected text-the text that supports the tweet’s sentiment, and sentiment-the general sentiment of the tweet.This is done 

to extract the part of the tweet which provides the overall sentiment to the tweet. 

Result 2: 

Figure 8 shows the twitter sentiment analysis in which blue colour shows the neutral sentiments, yellow colour shows 

the positive sentiment, and red colour shows the negative sentiment. 

 

Result 3: 

Figure 9 shows the labelling of sentiment in the dataset in which neutral sentiment denoted by “0”, positive sentiment 

denoted by “1”, and negative sentiment denoted by “2”. 

Result 4: 

Figure 7: Input Dataset 

Figure 8: Twitter sentiment analysis 

Figure 9: Labelling of sentiment 
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Figure 10 shows the preprocessing of data which is used to extract the feature from the selected text in which each 

selected text is denoted by the sentiment number. 

Result 5: 

Figure 11 shows the logistic regression confusion matrix and its performance parameters which is calculated by the 

following method: 

Precision (P):The proportion of relevant occurrences among the recovered examples is known as precision. The 

following equation is applied to determine precision: 

P =
TP

(TP+FP)
                                                                                (3) 

Where TP True Positive and FP stands for False Positive. 

Recall (R):The proportion of relevant occurrences that were recovered is known as recall (also known as sensitivity). 

As a result, the relevance lies at the heart of both accuracy and memory. The following equation is used to calculate 

recall: 

R =
TP

(TP+FN)
                                                                       (4) 

Here FN stands for False-negative. 

F1-score:Weighted average of recall and precision is called f-score.More important parameter than accuracy when 

having an uneven class distribution in data. It is calculated as follows: 

F1 score =
2∗Precision∗Recall

Precision+Recall
(5) 

Accuracy: This is the ratio of true positives plus true negative to the true positives plus true negatives plus false 

positive plus false negative as shown in equation 4.  

Figure 10: Preprocessing of data 
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Accuracy =
TP+TN

TP+TN+FP+FN
(6) 

Result 6: 

Figure 12 shows the logistic regression error values according to the analysis mean absolute error is 0.25166, mean 

squared error is 0.42001, and  root mean squared error is 0.64808. 

 

Result 7: 

Figure 11: Logistic regression   

Figure 12: Logistic regression error values 
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Figure 13 shows the MNB confusion matrixin this MNB calculates each tag's likelihood for a given sample and outputs 

the tag with the greatest chance. 

Result 8: 

Figure 14 shows the performance parameters of MNB according to the analysis accuracy of MNB is 77.95, precision 

of MNB is 96.85, recall of MNB is 85.91, and f1 score of MNB is 90.70. 

Result 9: 

Figure 14: Performance parameters of MNB 

Figure 13: MNB confusion matrix 
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Figure 15 shows the MNB error values according to the analysis mean absolute error is 0.33220, mean squared error 

is 0.55560, and root mean squared error is 0.74539. 

Result 10: 

Figure 16 shows the confusion Metrix of CNB. 

Result 11: 

Figure 17 shows the performance parameters of CNB according to the analysis accuracy of CNB is 79.39, precision 

of CNB is 93.65, recall of CNB is 88.42, and f1 score of CNB is 90.65.  

Result 12: 

Figure 18 shows the CNB error values according to the analysis mean absolute error is 0.31097, mean squared error 

is 0.52080, and root mean squared error is 0.72166. 

Figure 15: Error value of MNB 

Figure 16: Compliment NB 

Figure 17: Performance parameters of CNB 
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Result 13: 

Figure 19 shows the confusion matrix of RF. 

Result 14: 

Figure 20 shows the performance parameters of RF according to the analysis accuracy is 81.297, precision is 96.881, 

recall is 88.690, and f1 score is 92.65. 

 

Figure 20: Performance parameters of RF 

Result 15: 

Figure 21 shows the RF error values according to the analysis mean absolute error is 0.28004, mean squared error is 

0.46610, and root mean squared error is 0.628715. 

Figure 18: Error values of CNB 

Figure 19: Confusion matrix of RF 
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Result 16: 

Bagging: Bagging, also known as bootstrap aggregation, is the ensemble learning method that is commonly used to 

reduce variance within a noisy dataset. In bagging, a random sample of data in a training set is selected with 

replacement—meaning that the individual data points can be chosen more than once. Figure 22 shows the accuracy 

of bagging. 

 

 

Result 17: 

Booting:Boosting is an ensemble learning method that combines a set of weak learners into a strong learner to 

minimize training errors. In boosting, a random sample of data is selected, fitted with a model and then trained 

sequentiallythat is, each model tries to compensate for the weaknesses of its predecessor.Figure 23 shows the boosting 

accuracy. 

 

 

Result 18: 

Figure 21: Error value of RF 

Figure 23: Boosting Accuracy 

Figure 22: Bagging Accuracy 
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Voting:A Voting Classifier is a machine learning model that trains on an ensemble of numerous models and predicts 

an output (class) based on their highest probability of chosen class as the output. Figure 24 shows the voting accuracy. 

 

Result 19: 

Figure 25 shows the reviews on sentiments which contain negative, neutral, and positive sentiments. 

 

Figure 25: Reviews on sentiments 

Result 20: 

Figure 26 shows the further analysis which can be done for improving the quality of analysis. 

 

Figure 24: Voting accuracy 

Figure 26: Enhanced feature 
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Result 21: 

Figure 27 shows the array which contains the output of the overall sentiment analysis based on parameters 

 

Result 22: 

From the above analysis the Table 2 shows the classifier with their accuracy and Figure 28 shows the comparison 

graph of it according to which LR is having the higher accuracy which is 90.075.  

Table 2: Classifier with their Accuracy 

Classifier Accuracy 

LR 90.075 

MNB 70.95 

CNB 79.39 

RF 81.29 

 

Result 23: 

Figure 27: Output of the analysis 

Figure 28: Comparison graph 
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Table 3 below shows the comparison of the proposed work with the existing work. Here, in the proposed work logistic 

regression has enhanced accuracy as compared to random subspace in existing work [37]. The classifier accuracy with 

bagging and boosting algorithm accuracy is also more than the existing work. 

Table 3: Comparison among existing vs proposed model 

Parameter Existing work [37] Proposed Work 

Technique Used Random subspace Logistic regression 

Classifier Accuracy 89.2% 90.075% 

Bagging Accuracy 82.5% 90.177% 

Boosting Accuracy 85.2% 90.692% 

8. Conclusion and Future Scope 

Sentiment classification in social communication medium, notably online chat services, has sparked a lot of interest 

in the scientific community. Several BPR strategies have been created during the previous decade to improve 

reengineering undertakings and approaches. When dealing with complicated issues, the first BPR approaches were 

fairly simplistic and proved ineffectual at times. A data-driven process reengineering method was developed in this 

research to overcome these constraints and boost the success rate. In the implementation work sentiment analysis from 

twitter dataset is done in which accuracy of various classifier such as RF, LR, MNB, and CNB are determined and 

finally output based on sentiments is describe by the array. In future scope several models have appeared to improve 

the work of organizations’ business processes through the use and development of business process re-engineering, 

but they have unexpected results, despite the fact that most organizations are using business re-engineering to solve 

all of their problems, develop their work properly and gain high quality. To examine the failure rates and explanations 

for any model, BPR requires statistical analytic techniques. 
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